
 
 

Artificial Intelligence Guardrails for Human Use 
 

Artificial intelligence (AI) is being rapidly developed for a wide variety of applications including:  

a) Recommendation systems for consumers;  
b) Generative AI systems that create images, audio, video, and text;  
c) Systems that take on tasks or portions of tasks in safety-critical systems such as aviation, air traffic 

control, automated process control, drilling, transportation systems and healthcare; and 
d) Natural language systems that support conversations. 

Although there are a number of challenges associated with the use of AI, including potential long-term effects 
on employment, wealth disparity, loss of skills 1-5,  and the development and testing of robust, trustworthy AI 
software, a critical and immediate concern is the effect of AI on the people who interact with it.   

AI has the potential to augment human capabilities and to improve overall human well-being.  However, 
human-decision making and performance can also be negatively impacted by AI systems, resulting in inappropriate 
decision biasing6, reduced awareness and understanding of situational information7, and poor performance 8-10. 
Guardrails are needed to protect people from significant harm from these systems, and to support people’s ability 
to engage with AI usefully and effectively.  

A number of organizations have begun to develop principles for the use of AI and the regulations that should 
be in place for its use. For example, the European Union has introduced the AI act, establishing initial regulations 
for the use of AI11.  The U. S. Department of Defense has stated that AI should be responsible, equitable, traceable, 
reliable and governable12.  The White House Office of Science Technology and Policy (OSTP) has issued an AI Bill of 
Rights stating that AI should (1) be safe and effective, (2) protect people from algorithmic discrimination, (3) have 
built in data privacy protections, (4) provide notice that it is an AI and explanations for its actions, and (5) allow for 
human alternatives, considerations and fallback allowing people to opt out of the AI 13.  These are all sound and 
appropriate principles that need to be further detailed to allow for meaningful and actionable implementation in 
different settings.  

Human factors researchers are in a unique position to provide scientifically based input on the question of 
how to avoid negative outcomes from AI systems, while retaining the positive effects that AI can provide. Over the 
past 40 years, this profession has conducted a substantial body of research exploring the effects of AI and 
automation on human performance, as well as determining the key characteristics of the technology that lead to 
both good and bad outcomes. In particular, this extensive research base provides details on supporting human 
safety and effective decision-making when working with AI systems. The ability of people to know when to trust 
the outputs of AI systems, their ability to understand its capabilities and deficiencies, and their ability to override 
AI actions, particularly in safety critical situations, is essential for achieving the goals of safe, effective use, avoiding 
the negative effects of bias or inaccuracy, and allowing for effective, informed decision-making with respect to 
interaction with AI systems.  

With over 3,000 members, the Human Factors and Ergonomics Society (HFES) is the world’s largest nonprofit 
association for human factors and ergonomics professionals. HFES members include psychologists, engineers and 
other professionals who have a common interest in working to develop safe, effective, and practical human use of 
technology, particularly in challenging settings. 

 Based on research on human performance in operating with automation and AI, HFES provides the 
following recommended guardrails for AI, to support the goal of safe and effective use of these systems.  
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Recommended Guardrails for AI 

AI Shall Provide Explicit Labeling 

Systems that use AI to perform tasks or provide recommendations must be labeled as being provided by a 
computational system.  If the system provides or integrates information from data sources (e.g., web sites), the 
source of information should be specifically provided so that users can determine its reliability or 
trustworthiness14. The provenance of information should be transparent (e.g., AI system, peer reviewed reference, 
individual opinion)15. This guardrail is needed to support the ability of people to make appropriate “opt out” 
decisions with respect to AI information in relation to OSTP principles #4 and #5.  

Recommendation 1: All AI outputs (e.g., generative language, videos, audio, images, 
recommendations) must be labeled as the product of a computer system and the source of 
information used for its outputs must be specifically identified. 

AI Shall Not be Used to Commit or Promote Fraud 

Generative AI systems are being used to create text, photographic images and video that may be inaccurate or 
misleading in terms of representing factual events or information. In these cases, developers intentionally alter or 
create images, text, and video to create false information.  This guardrail supports OSTP principles #4 and 5.  

Recommendation 2: All AI output that alters or creates text, images or video in order to 
communicate factually inaccurate events or information must be explicitly and prominently 
labeled as “fiction” or “fake”. Violations of this rule will be legally considered as fraud. 

AI Shall Avoid and Expose Bias 

The challenge of AI bias has received considerable attention, with the potential of creating or perpetuating 
biases against certain groups of people. These biases often are introduced due to limited or statistically biased 
training sets (i.e., limited representativeness of problems) that create biases towards certain sets of conclusions 16-

18, as well as artifacts that creep into the development of the AI algorithms 19. AI biases lead the AI to perform 
more poorly or inaccurately in situations that are different than what it has been trained on. As a more general 
case, bias can be considered any use of an AI system in situations outside of its training 6, i.e., an over-
generalization that occurs when AI trained to operate in certain conditions is applied in other conditions.  

People are often expected to be able to compensate for AI shortcomings, like bias, by substituting their own 
knowledge and judgement in cases in which the AI may be deficient. Paradoxically, however, AI makes it very 
difficult to do so. First, these biases tend to be hidden due the opaque nature of machine learning techniques used 
to create AI. Even the developers of AI systems may not know what biases have inadvertently been introduced in 
the learning process. Furthermore, the users of AI systems are generally a different set of people than the 
developers of the AI, and therefore are even less likely to understand the limitations of its training or what 
situations it should be limited to. 

Secondly, humans do not form their decisions independently from AI, but are directly influenced by the 
recommendations or assessments from the AI 20.  People tend to anchor on the recommendation of the AI system, 
and then gather information to agree or disagree with it, creating confirmation bias6; 21. AI biases therefore can 
directly compound human biases in the decision process, reducing the reliability of the joint human-AI system6.  
Further, the impact of the AI biases can vary depending on the format and framing of the AI system’s 
recommendations 22-25. Rather than overcoming human decision bias, AI can make it worse through the well-
established human process of anchoring and confirmation bias.  

In that AI biases are generally invisible, unknown by both developers and users of systems, and they can affect 
human decision-making quite surreptitiously, their negative effects can be insidious.  Therefore, people will be 
often unable to detect and compensate for these biases (by choosing when to use the system or interjecting 
corrections, for example).  Work is being done to improve the transparency of AI biases. 26; 27 This guardrail 
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supports OSTP principle #2 (protection from algorithmic discrimination) and principle #5 (support for opt out 
decisions).  

Recommendation 3: Biases in AI systems, resulting in disparate impacts on people, should be 
exposed and eliminated. Any known limitation of the applicability of an AI system to a set of 
conditions or circumstances must be made transparent to the users of the AI. 

Developers of AI Systems Must be Liable for Their Products 

 AI systems are being proposed as systems that will improve upon human performance or reduce human 
error in a wide variety of applications.  However, over 40 years of research data show that such systems often 
introduce new types of errors and problems for human performance because people are expected to compensate 
for AI limits7; 28-31.  Additionally, human users of the technology are frequently unaware of these effects, 
particularly exactly when the system is unable to perform properly, and are thus unable to compensate for its 
deficiencies if required to do so.  It is therefore inappropriate to hold human users accountable for the 
performance of AI systems when they often have limited understanding of its capabilities and limitations within 
specific situational contexts of use.  This guardrail supports OSTP principle #1 (safety and effectiveness).  

Recommendation 4: Developers of AI systems shall assume liability for the performance of their 
systems. 

Additional AI Guardrails for Safety Critical Applications 
AI is being proposed for many applications that directly impact the safety and well-being of people, including 

(but not limited to) driving, flying, healthcare, power systems, and military operations.  For any use of AI in a 
safety-critical application, extra guardrails are required in order to protect people from poor performance or 
unintended consequences in the use of these systems.  Although AI systems are often promoted as improving 
safety by eliminating human error, little data exists to support such claims. In fact, failures of AI can introduce new 
types of errors 32 with significant safety implications.  A number of more specific guardrails are needed in safety 
critical systems where AI is implemented.  This supports OSTP principle #1 (safety and effectiveness). 

AI Shall be Explainable 

AI systems must be equipped with explainability features that allow people who interact with it to understand 
the system’s capabilities and limitations for performance (including what factors it does or does not consider in its 
assessments). Because AI can be both opaque and changeable, developing and implementing effective AI 
explanation systems is important for helping people to develop accurate mental models of the AI.  The benefits of 
AI explainability have been demonstrated in several studies 33-35. AI explanations need to consider the capabilities 
of the human receiver (e.g., expertise, bandwidth, prior knowledge and assumptions) as well as provide effective 
methods for explanation delivery (e.g., they need to be both causative and contextual) 36; 37. This guardrail supports 
OSTP principle #1 (safety and effectiveness) and #4 (provide explanations). 

Recommendation 5: AI systems must be able to explain the rationale for its actions or outputs 
in an understandable format for the people using the system. AI explanations should provide 
an explanation of why it makes particular recommendations or takes actions in each case 
(including relevant contextual features), tailored to the needs of the user. 

AI Shall be Transparent  

In order to be useful, people must trust the output of the AI when it is correct, and must know when to reject 
that output when it is incorrect or inappropriate for the situation.14  They must also be aware of when the AI 
system is not functioning properly so that they avoid reliance on unreliable data and can take corrective actions. In 
addition to AI explanations (which tend to be retrospective and involve general capabilities), this requires AI 
transparency which involves presenting real-time information to users on the level of reliability of the AI for the 
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current situation at hand6; 36. Transparency means that users should be provided with information on how well the 
AI is working, its assessment of the current situation, current mode, the reliability of the underlying data or sensors 
that feed the AI,  and its level of confidence in any assessments or recommendations that it makes.20; 36  Providing 
AI transparency has been shown to significantly reduce poor performance outcomes when people work with AI 
systems. 38; 39 

Further, users need to understand the capabilities and limitations of AI for addressing different types of 
situations and classes of data within the current and upcoming context.20 AI transparency is important for not just 
understanding the overall reliability and robustness of the system in general, but for allowing people to properly 
calibrate their trust in real-time40-42. AI that provides just-in-time information with the intention of serving as a 
decision support tool must be transparent about the capabilities, confidence and variables considered within the 
AI model. 36; 43 This guardrail supports OSTP principle #1 (safety and effectiveness) and #4 (provide explanations). 

Recommendation 6: AI systems must be transparent to users during use, providing information 
on the ability of the AI to handle the current and upcoming situations, its current mode and 
situation assessment, the reliability of the underlying data or sensors that feed the AI, and its 
level of confidence in any assessments or recommendations that it makes. Transparency 
regarding accidents and incidents must also be provided through data sharing to relevant 
government agencies.  

AI Systems Shall be Tested with Human Users 

The development of user interfaces that allow people to interact effectively with AI technologies and properly 
understand any performance issues requires testing of the technology in a wide variety of realistic situational 
contexts with a representative set of human users,6 following informed consent and ethics requirements44. 

The design of AI must avoid known human performance issues and provide effective mechanisms for human 
oversight and intervention. AI systems implemented in safety critical applications (e.g., driving, flying, power 
systems, healthcare) should be required to demonstrate equivalent or improved safety (as compared to manual 
operations), across both situations where it is reliable and those where it is not (i.e., safety must be established in 
automation failure conditions that involve resumption of control or over-ride by human operators). In cases of AI 
failure, or in situations that it cannot handle, safe transition to human control within the time available to allow 
accident avoidance is required. Safe transition time should take into account human-decision making and 
execution time, as well as time required to overcome human vigilance deficits induced by automation 
complacency45 and lowered levels of task engagement7; 46. This guardrail supports OSTP principle #1 (safety and 
effectiveness). 

Recommendation 7: AI systems used in safety-critical applications must undergo testing in 
realistic conditions of use with representative users. The ability of human operators to detect AI 
performance deficiencies and safely assume control of operations within the time available to 
avoid accidents must be demonstrated, taking into account potential states of low human 
vigilance and distractions with competing tasks. 

AI Shall Provide Safety Alerts 

AI systems introduce the need for additional information on displays and capabilities to support user 
interaction and decision-making36; 47. 

Recommendation 8: The user interface for AI systems must provide salient and timely alerts to 
operators when manual interventions are required to maintain safety, or when transition from 
automated to manual operation is required. 
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AI Shall be Fail Safe 

AI systems should include provisions for safe fallback states when the automation fails to perform 
correctly for any reason48; 49. Effective information displays and control override options for operators 
should be incorporated in the design and development of fallback strategies. Systems employing AI 
should not require the human operator to perform beyond human performance limits. When the AI is 
operating with uncertainty, the AI should operate in a less risky manner.  

Recommendation 9: AI systems that are employed in any operation that has the potential for 
harm must be designed to revert to a safe state in conditions in which the system fails to 
perform properly for the situation. 

Training Shall be Provided for Users of AI Systems 

The developers of AI systems should be required to provide user training on the capabilities, limitations and 
behaviors of its technology (including the range of operational conditions the AI systems can and cannot handle) so 
that operators obtain an accurate mental model required for effective oversight and interaction with them6. The 
effectiveness of the training format and content should be evidence-based to show successful outcomes with 
naïve operators. New training should be provided on any AI updates that are made over the course of the system’s 
lifetime so that the AI’s behavior remains predictable to the operator50; 51. Periodic updates to AI software (which 
may be provided over the internet on a frequent basis) can dramatically affect how the AI performs, affecting the 
human operator’s understanding of AI actions and capabilities. Steps should be taken to require follow-on training 
for updates that affect AI behaviors and control. 

Recommendation 10: Effective training on the capabilities, limitations and behaviors of AI 
systems must be provided to system operators by developers. Training updates are required 
each time the AI software is updated.  

Autonomous AI Systems Shall be Validated and Certified 

In cases where the AI system is designed to operate independently (e.g., an autonomous vehicle without a 
human driver, or an autonomous air vehicle without a human operator), the AI system must go through validation 
testing to demonstrate a level of safety equivalent to or exceeding that of experienced and unimpaired human 
operators. A certification process should be implemented for such systems to establish testing requirements and 
review validation testing data to determine that high levels of system safety have been demonstrated prior to 
approving the use of these systems for operating in safety critical applications.52; 53  

Recommendation 11: AI systems that operate autonomously must pass a certification process 
based on validation testing data that demonstrates safety performance that meets or exceeds 
that of experienced, unimpaired humans in realistic operational conditions, including hazard 
states.  

Summary 

While AI can provide some useful products and services, the potential for negative impacts on human 
performance are significant. Only by mitigating these problems through the establishment of effective guardrails 
can the benefits of AI be realized, and negative outcomes minimized.  Particularly for systems that have safety 
impacts, it is critical that AI systems be designed and implemented to work effectively for human users of the AI, 
and that AI applications are objectively tested though a detailed certification process.  
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